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Design Of Experiments 

Schedule: Monday March 11th, Tuesday March 12th   9:00-12:00h - 13:00h-16:00h 

Offices R 437 

2 



Design Of Experiments 

 

Where did I get the theory: 

 

D.C. Montgomery ñDesign and Analysis of Experimentsò Wiley (2005, 6th) 

 

D.L. Massart et. al. ñHandbook of Chemometrics and Qualimetricsò Part A (1997) 

Å Ch 02 ñStatistical Description of the Quality of Processes and Measurementsò 

Å Ch 03 ñThe Normal Distributionò 

Å Ch 04 ñAn Introduction To Hypothesis Testingò 

Å Ch 05 ñSome Important Hypothesis Testò 

Å Ch 06 ñAnalysis of Varianceò 

Å Ch 07 ñControl Chartsò 

Å Ch 08 ñStraight Line Regression and Calibrationò 

Å Ch 21 ñAn Introduction To Experimental Designò 

Å Ch 22 ñTwo-level factorial Designò 

Å Ch 23 ñFractional Factorial Designò 

Å Ch 24 ñMulti-level Designò 

Å Ch 25 ñMixture Designò 

Å Ch 26 ñOther Optimization Methodsò 

 

 

But é most books on (applied) Design of Experiments will cover the same subjects 
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The ideas behind Experimental Designs 



Design Of Experiments - Definitions 

Experiment: 

ñA test or series of tests in which purposeful changes are made to the 

input variables of a process or system so that we may observe and 

identify the reasons for changes that may be observed in the output 

response.ò a) 

 

Design: 

ñThe art or process of deciding how something will look, work, etc.ò b) 

 

 

Motivation: 

ñThe statisticianôs aim in designing surveys and experiments is to meet a 

desired degree of reliability at the lowest possible cost under the existing 

budgetary, administrative, and physical limitations within which the work 

must be conducted. In other words, the aim is efficiency - the most 

information (smallest error) for the money.ò c) 

 

 

 

a) Definition, like many of the ideas in this course, taken from Douglas C. Montgomery ñDesign 

and Analysis of Experimentsò Wiley (2005, 6th) 
b) Definition taken from Oxford Advanced Learnerôs Dictionary (2000, 6th) 
c) William E. Deming ñSome theory of samplingò Dover (1950 reprint); quoting R. A. Fisher 
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Leading example - Making the best apple juice (optimization) 

Uncontrollable factors (ónuisance factorsô) 

Material Periphery Production é? Technician 

pH 

Sugar 

Sensors 
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Design Of Experiments - Objectives 

a)  Does x influence y, and if so, how?  

     (does pH influence apple juice quality?) 

 

b)  Which inputs x are the most influential on the output y 

     (which is more important pH, Sugar or a combination?) 

 

c) How to set xôs to minimize variability in y 

     (what settings for pH and Sugar give good apple juice for everybody?) 

 

d) How to set xôs so that influence of zôs on y is minimized 

     (what settings for pH and Sugar give good apple juice for all technicians?) 

Process 

(make juice) 

Output y 

 

(Sensory quality) 

Uncontrollable factors z 

(production, technician, etc.) 

Controllable factors x 

 

(pH, Sugar) 

  R 

 

  R 

 

T/R 

 

  T 

Strategy of experimentation is the most important job of the experiment 
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Variables - Rational, ordinal or nominal 

Å Interval or ration scales; e.g. pH or sugar concentration 

Å measurement or quantitative variables 

Å continuous or discrete (e.g. counting) 

Å most often encountered and easiest case 

 

Å Ordinal scale; e.g. ñvery poorò, ñpoorò, ñaverageò, ñgoodò, ñexcellentò 

Å called ranked variables 

Å distinct graduation, but scale-distance defined 

 

Å Nominal scale; e.g. ñgreenò, ñredò, ñyellowò or ñacceptò, ñrejectò 

Å qualitative of categorical variables or attributes 

Å require some special ñtricksò in statistical inference 

Material Periphery Production Technician pH 

Sensors 
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Design Of Experiments - Objectives 

Formulate the right question (Hypothesis) 

Collect data that can/will answer your question 

 

Get maximum information from a series of experiments 

Get the most reliable answer from your measurements 

Answer the question from as few measurements as possible  

DOE Random sampling 

Just make (or buy!) some juices                            Two level full factorial design 
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Design Of Experiments - Different approaches 

Å Best guess 

     (often works well due to good 

      insight on the problem by 

      experimenter!) 

 

 

 

Å One factor at a time 

     (ñpseudo scientificò) 

 

 

 

 

 

 

 

Å Factorial design 

 (e.g. 22 to reveal interactions)  

low      high 

pH 

s
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less      more 

Sugar 

s
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p
H
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w
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h
 

less      more 

Sugar 

less      more 

Sugar 

s
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low pH 

high pH 

p
H

 

lo
w

  
  

  
h
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h
 

less      more 

Sugar 
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Example - Two factor factorial design (22) 

Å Five sensors score product (apple juice) for each design point  

      Ą average is product score 

 

 

 

 

 

Å Design is replicated twice: 22 x 2 = 4 x 2 = 8 experiments 

 

 

 

 

Å Design  

p
H

 

lo
w

  
  

  
h

ig
h

 

less      more 

Sugar 

(donôt like) 1                                             10 (like) 
Õ 

Sensors 
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Example - Data 

a) 6.5 5.0 5.5 6.0 6.5 6.0 

b) 6.0 5.5 6.0 6.0 6.5 6.0 

c) 7.0 7.5 7.0 7.0 7.0 7.0 

d) 9.0 8.5 9.0 9.5 9.0 9.0 

a) 4.5 5.0 5.0 6.0 4.5 5.0 

b) 6.0 5.5 6.0 6.0 6.0 6.0 

c) 7.0 7.0 7.5 7.5 7.0 7.0 

d) 7.5 7.5 8.0 9.5 8.0 8.0 

Product score of 5 sensors Ą                      Mean 
p

H
 

lo
w

  
  

  
h
ig

h
 

less      more 

Sugar 

a) c) 

d) b) 
p

H
 

lo
w

  
  

  
h
ig

h
 

less      more 

Sugar 

(9.0, 8.0) 

(7.0, 7.0) (6.0, 5.0) 

(6.0, 6.0) 
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Effects - Two factor factorial design (22) 

Å Main effects 

     Sugar and pH 

 

      

 

 

 

 

 

 

 

 

 

Å Interaction effect 

     Sugar x pH 

p
H

 

lo
w
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h
 

less      more 

Sugar 

7+7+9+8    6+5+6+6 

      4                4 
= 2.0 - 

p
H

 

lo
w

  
  

  
h
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less      more 

Sugar 

7+7+6+6    6+5+9+8 

      4                4 
= -0.5 - 

p
H

 

lo
w

  
  

  
h
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h

 

less      more 

Sugar 

6+5+7+7    6+6+9+8 

      4                4 
= -1.0 - 
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Effects - Two factor factorial design (22) 

Important in interpretation are magnitude and direction of the effects:  

Å sweet juice has a clear preference 

Å a low pH leads to a higher score 

Å the interaction Sugar-pH is weak 

p
H

 

lo
w

  
  

  
h
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h
 

less      more 

Sugar 

2.0 

-1.0 

-0.5 
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1 

10 

                                 more 

               Sugar 

less 

high 

             pH 

                        low 

(7,7) 

(9) 

(6) 

(6,6) 

(5) 

(8) 

Sensors 

Effects - Two factor factorial design (22) 

Done é 
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Design Of Experiments - Different approaches 

Å Best guess 

     good starting values, 

     but ñareas unvisitedò remain 

     unknown and usually inefficient!  

 

 

 

Å One factor at a time 

     inefficient use of the data 

     (ñ2 small factorial designsò) 

 

 

 

 

Å Factorial design 

     maximum use of the data, 

     since all observations are used 

     for all the main and interaction 

     effects! And, the trend in the 

     surface gives an indication for 

     ñareas unvisitedò. 

low      high 

pH 
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Example - Data 

a) 6.5 5.0 5.5 6.0 6.5 6.0 

b) 6.0 5.5 6.0 6.0 6.5 6.0 

c) 7.0 7.5 7.0 7.0 7.0 7.0 

d) 9.0 8.5 9.0 9.5 9.0 9.0 

a) 4.5 5.0 5.0 6.0 4.5 5.0 

b) 6.0 5.5 6.0 6.0 6.0 6.0 

c) 7.0 7.0 7.5 7.5 7.0 7.0 

d) 7.5 7.5 8.0 9.5 8.0 8.0 

Product score of 5 sensors Ą                      Mean 

p
H

 

lo
w

  
  

  
h
ig

h
 

less      more 

Sugar 

a) c) 

d) b) 

p
H
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w
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less      more 

Sugar 

(9.0, 8.0) 

(7.0, 7.0) (6.0, 5.0) 

(6.0, 6.0) 
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Å Main effect Apple/Material 23 = 8 experiments (still!) 

lo
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p
H

 

less      more 

Sugar 

(7) 

(7) 

(8) 

(9) (6) 

(6) 

(6) 

(5) 

6+6+9+7    6+5+8+7 

      4                4 
= 0.5 - 

Effects - Three factor factorial design (23) 

Å Three Main effects (Sugar, pH, Material) 

Å Three second order interaction (S x pH, S x M, pH x M) 

Å One third order interaction (S x pH x M) 
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Design Of Experiments - Different approaches 

Å One factor at a time 

     (ñpseudo scientificò) 

 

 

 

 

 

 

 

Å Factorial design 

 (e.g. 22 to reveal interactions)  

low      high 

pH 
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low pH 

high pH 
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Factorial design - Relative efficiency 

Å Factorial design 

     4 observations  

     all effects estimated 

     as average over two 

 

 

 

 

    E.g.  22   
Ą  6/4 = 1.5 

 

 

 

Å One factor at a time 

     Needs 6 observations 

     to get the same 

information 
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2x 

25 = 32   Ą   32 x 3 = 96 

 

Relative efficiency 

2 3 4 5 6 
1.5  

2 

2.5  

3 

3.5  

design factors  

4 8 16  32  64  

N observations  
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Å Number of design parameters large Ą Fractional Factorial Designs 

 

Å Main effect production  ½ x 24 = 8 experiments (still!) 

 Full information on the main effects, partial information on the interactions 

less      more 

Sugar 

(7) 

(8) 

(5) 

(6) 

less      more 

Sugar 

(7) 

(9) 

(6) 

(6) 

Hand press     Production     Kitchen blender 

lo
w
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h
 

p
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e
n
 

Effects - Four factor fractional factorial design (24-1) 21 



Effects - Four factor fractional factorial design (24-1) 

+ = 

If you need more detail, complete the factorial design 

24-1 + 24-1 = 24  Ą  23 + 23 = 24  Ą  8 + 8 = 16 

+ = 

+ + 
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Confounding - four factor fractional factorial design 

But, you loose something by reducing the number of experiments é 

 

Å Main effects and interaction effects will be confounded 

 

Å Confounding means: we can not separate some effects/interactions 

less      more 

Sugar 

(7) 

(8) 

(5) 

(6) 

less      more 

Sugar 

(7) 

(9) 

(6) 

(6) 

Hand press     Production     Kitchen blender 
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Confounding - four factor fractional factorial design 

For the example: 

Å We have 4 factors (Sugar, pH, Material and Production) 

Å There are 4 blocks (2x Material plus 2x Production) 

Å In this case: block effects and threefold interactions are confounded 

Å E.g. Material (apple) effect and Sugar x pH x Material effect are confounded 

less      more 
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(7) 

(8) 

(5) 
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less      more 
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(7) 

(9) 

(6) 
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Confounding - four factor fractional factorial design 

Å Four factors makes for a complex model (4 main effects, 6 second order 

interactions, 4 third order interactions, 1 fourth order interaction) 

 

Å When reducing a full design, usually the assumption is made that high-order 

interactions are unimportant (e.g. Sugar x pH x Material x Production) 

 

Å When reducing the design you have to carefully select the óthingsô confounding 
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Three basics - Replication, randomization and blocking 

1 

10 

                                 more 

               Sugar 

less 

high 

             pH 

                        low 

(7,7) 

(9) 

(6) 

(6,6) 

(5) 

!        (less; high) 

?        v. 

!        (more; low) 
(8) 

Signal-to-noise ratio 

for design replicates 

 

Can we see the difference between 

uncertainty / error and treatment / effect 

Sensors 
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Three basics - Replication, randomization and blocking 

Å Quality of the response 

 

Å Five sensors óscoreô a product for each design point 

 Ą average is product score 

 Ą repeated measurements 

 

 

 

 

 

 

 

 

 

Å Even if not explicitly used in the statistical analysis of a design, it is of utmost 

 importance to have an impression of uncertainty in the response!!! 

 

Å Laboratory info, analysis replicates, a priory knowledge, literature values é 

(donôt like) 1                                             10 (like) 
average = (6) 

average = (6) 
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1 

10 

                                 more 

               Sugar 

less 

high 

             pH 

                        low 

Subtle difference in definition of error in statistics: óerrorô as in ówanderingô (e.g. 

knight errant) rather than óincorrectô. Observations come from a population, 

based on common part (e.g. average) and unique part (e.g. error). 

 

Design point has experimental error = statistical error = a random variable. 

Signal-to-noise ratio 

for design replicates 

ANalysis Of VAriance / ANOVA 

òIs an effect realò 

Three basics - Replication, randomization and blocking 28 



Center point replicates are a good indication of the reproducibility of design points, 

plus they can give a (cheap) indication of curvature in the response. 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

Total: 

8 + 3 = 11 

8 + 5 = 13 

 

 

Single replicate design; migrate the uncertainty of the center point to the corners 

(3x ; 5x) 

Three basics - Replication, randomization and blocking 29 



Underlying statistical methods require that the observations (or errors) are 

independent distributed random variables. Randomization of e.g. starting 

material and run-order of the design points (usually) makes this assumption valid. 

Three basics - Replication, randomization and blocking 30 



All sorts of effects can influence a series of observation: 

Å learning by experience: reducing the uncertainty 

Å wear-and-tear in equipment: increasing the uncertainty 

Å a change in lab-assistants: a jump in uncertainty 

 

Randomization ñreshufflesò the observations, eliminating a potential confounding 

between design- and run-order. It ñaverages outò the effect of uncontrollable 

extraneous factors.*) 

*) Randomization is also the justification/motivation behind the so-called F-test, used excessively later in this course.  

Less 

Low 

More 

Low 

Less 

High 

More 

High 

Center 

points 

Less 

Low 

More 

Low 

Less 

High 

More 

High 

Center 

points 

10 

10 

ñShake 10 minutesò 

time = order 

random order 
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less      more 

Sugar 

(7) 

(7) 

(8) 

(9) (6) 

(6) 

(6) 

(5) 

So-called Blocking is capable to eliminate undesired/nuisance factors, 

by asking a different question 

 

Blocking can also be a ónecessary evilô, destroying the desired randomization. 

E.g. assume we donôt have enough green apples to run the full experiment twice. 

Three basics - Replication, randomization and blocking 32 



0 

1 

2 

                                 more 

               Sugar 

less 

high 

             pH 

                        low 

(1) 

(0) 

(0) 

(1) 

ñImprove signalò, but at a priceé 

e.g. 

 

             -                  = 

So-called Blocking is capable to eliminate undesired/nuisance factors, 

by asking a different question 

Three basics - Replication, randomization and blocking 33 



There is a link between the three basics! 

E.g. we want to perform 30 experiments (replicates), but we can only do 10 runs  

from one batch of raw material (a typical nuisance factor). 

Uncertainty 

Block effect 

block 1 block 2 block 3 

randomized 

Three basics - Replication, randomization and blocking 34 



Effects - Four factor fractional factorial design (24-1) 

+ = 

ñMondayò  + ñFridayò =          extra  ñblockingò factor 

35 



Alternative designs 

E.g. If extreme points are physically impossible 

 

 E.g. extension of an óoldô design to get a better picture of a response 

            surface around an optimum 

 

  MANY more flavors found in textbooks. 

Central Composite design Box-Behnken design 
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Design Of Experiments - An iterative process for optimization 

(9) 
(8) 

(10) 

  

 

 

          Unknown response surface 

          with score contour lines 

 

pH 

Sugar 

Sensors 
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Design Of Experiments - An iterative process for optimization 

(9) 
(8) 

(10) 

Factorial screening experiment 

for initial optimization 

 

          Unknown response surface 

          with score contour lines 

 

pH 

Sugar 

Sensors 
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Design Of Experiments - An iterative process for optimization 

(9) 
(8) 

(10) 
ñ(11)ò 

Factorial screening experiment 

for initial optimization 

 

          Unknown response surface 

          with score contour lines 

 

                              Central composite design 

                              for detail optimization 

pH 

Sugar 

Sensors 
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Design Of Experiments - An iterative process 

Design 

experiment 

 

 

Statistical 

analysis 

1.  Recognition and definition of the problem 

 

2.  Choice of factors, levels and ranges 

 

3.  Selection of the response variable 

 

4.  Choice of experimental design 

 

5.  Performing the experiment 

 

6.  Statistical analysis of the data 

 

7.  Conclusions and recommendations 

pH Sugar 

Sensors 
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Design Of Experiments ï The paradox 

The best time to design an experiment is after it is finished, 

the worst time is at the beginning *) 

*) G.E.P. Box, W.G. Hunter and J.S. Hunter ñStatistics for Experimentersò Wiley (1978) 

This paradox is the motivation for an iterative approach. 

 

As a rule of thumb: 20/25% of the effort/budget 

should be invested in a first design (a screening design). 
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Design Of Experiments ï Planning 

TECHNOMETRICS, FEBRUARY 1993, VOL. 35, NO. 1 
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Statistical inference and testing 



Some basic notions ï Sample and population 

4.7 4.8 4.9 5 5.1 5.2 5.3 

pH 

pH 1 

pH1 

 

n1 = 10x 

ñA sample from the populationò 

 

Samples: 10 pH-measurements 

taken from flask 1 

 

Population: all the possible pH-

values to be found in flask 1 

 

We assume continuous 

distribution in population (not 

always the case; e.g. pH in 

European rivers)  

pH 1 

4.90 

5.06 

5.05 

5.17 

5.06 

4.94 

5.04 

4.90 

5.00 

5.00 

44 



Some basic notions ï Expectation and population parameters 

( )( )
( )

1

)(

)(

)(

:1

2

222

:1

-

-

=­-=

=­=

ä

ä

=

=

n

xix

sxE

n

ix

xxE

ni
xxx

ni
x

ms

m

Expected value   Ą   sample statistic for n observation 

Mean 

Variance 

Locality 

Spread 

68% 

s m 

95% 

100% 

Eg: Normal distribution N(mx,sx) 

Observations 
Notice: m and s are 

population constants 
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Some basic notions ï Expectation and population parameters 

68% 

s m 

95% 

100% 

Eg: Normal distribution N(mx,sx) 

Observations 
Notice: m and s are 

population constants 
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Some basic notions ï Expectation and population parameters 

68% 

s m 

95% 

100% 

Eg: Normal distribution N(mx,sx) 

Observations 
Notice: m and s are 

population constants 

The integral 
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Some basic notions  
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Mean                                                                Variance                                Standard deviation 

Standard error                               Relative SD            RSD in % 

of the mean                                                                                               (coefficient of variation) 

n, (n-1) degrees of freedom, population = Greek, sample = Latin 
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Some basic notions ï Sample and population 

4.7 4.8 4.9 5 5.1 5.2 5.3 

pH 

pH 1 

pH 1 

4.90 

5.06 

5.05 

5.17 

5.06 

4.94 

5.04 

4.90 

5.00 

5.00 
s m 
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Some basic notions ï Critical t-values 

(d) 

(a) (b) 

(c) 

(a) Ŭ is users choice 

(b) Increasing for Ŭ 

(c) Decreasing for n 

(d) n large (or ů known) 

95% confidence interval/level; n large or sx given tn-1 = z0 = 1.96 
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Some basic notions ï Sample statistics (= descriptors in numbers) 

pH 1 

4.90 

5.06 

5.05 

5.17 

5.06 

4.94 

5.04 

4.90 

5.00 

5.00 

Sum 50.1 

Mean 5.01 

Variance 0.0070 

S.D. 0.084 

sx xbar 

Assumption: Normal distribution N(xbar,sx) 

4.7 4.8 4.9 5 5.1 5.2 5.3 

pH 

pH 1 

SEpH1 = 0.084/ã10 = 0.026   t9 = 2.26 

 

5.01 ï 2.26x0.026 < mpH1 < 5.01 + 2.26x0.026 

4.95 < mpH1 < 5.07 
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Some basic notions ï Sample statistics (= descriptors in numbers) 
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Errors ï Random versus systematic 

bias 

(accuracy) 

 

repeatability 

(precision) 

reproducibility 

(precision) 

Increase sample size 
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Errors ï Random versus systematic 

Error: difference between true and observed value 

                 e(i) =             x(i) - mx 

                 e(i) = (x(i) - xbar) + (xbar - mx) 

 

                    -        random       systematic 

                    -  imprecision       bias 

                    -      precision       accuracy 

 

            repeatability      reproducibility   

Day 1 

Day 2 

repeatability 

reproducibility 

¬xbar           ¬mx 

bias 

True value mx (ISO): ñThe value which 

characterizes a quantity perfectly defined in 

the conditions which exist at the moment when 

that quantity is observed (or the subject of a 

determination). It is an ideal value which could 

be arrived at only if all causes of measurement 

error were eliminated and the population was 

infiniteò. 

variance is repeatability & reproducibility is a function of sample size n 

bias is not! 

®xbar 

ñAccuracy is the concept, bias the measure.ò 
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Design Of Experiments - Comparing two samples 

4.7 4.8 4.9 5 5.1 5.2 5.3 

pH 

pH 1 

pH 2 

pH2 

 

n2 = 10x 

pH1 

 

n1 = 10x 

pH 1 pH 2 

4.90 5.10 

5.06 5.07 

5.05 5.21 

5.17 4.91 

5.06 5.14 

4.94 5.19 

5.04 5.17 

4.90 5.16 

5.00 5.10 

5.00 5.17 

Two ótreatmentsô 
e.g. make two pH-buffers with  

two different stock solutions 

or replicates 
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Hypothesis testing - Some basic definitions 
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Expected value   Ą   sample statistic for n observation 

Mean 

Variance 

Locality 

Spread 

óThe questionô 

Hypothesis testing (also significance testing) 

Null hypothesis 

Alternative hypothesis 
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Hypothesis testing - Some basic definitions 

pH 1 pH 2 

4.90 5.10 

5.06 5.07 

5.05 5.21 

5.17 4.91 

5.06 5.14 

4.94 5.19 

5.04 5.17 

4.90 5.16 

5.00 5.10 

5.00 5.17 

Sum 50.1 51.2 

Mean 5.01 5.12 

Variance 0.0070 0.0074 

S.D. 0.084 0.086 

Assuming the variance in flask 1 and 2 is the same: 
  

                (n1-1).s2
1 + (n2-1).s2

2     0.0630 + 0.0666 

s2
pooled =                                    =                             = 0.0072 

                   (n1-1)   +   (n2-1)                  9 + 9 

4.7 4.8 4.9 5 5.1 5.2 5.3 

pH 

pH 1 

pH 2 

9 degrees-of-freedom (df) in estimating 

each of the standard deviations 

4.95 < mpH1 < 5.07 

                     5.06 < mpH2 < 5.18 
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Hypothesis testing ï Pooled standard deviation 

Assuming the variance in flask 1 and 2 is the same: 
  

                (n1-1).s2
1 + (n2-1).s2

2     0.0630 + 0.0666 

s2
pooled =                                    =                             = 0.0072 

                   (n1-1)   +   (n2-1)                  9 + 9 

4.8 4.9 5 5.1 5.2 5.3 

pH 

pH 1 

pH 2 

9 degrees-of-freedom (df) in estimating 

each of the standard deviations 

Assumption: 

- homogeneity of the variance or homoscedasticity 

- no hetroscedasticity 

 

Gain: 

- more degree of freedom, better S/N ratio 
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Design Of Experiments - Comparing two samples 

pH 1 pH 2 

4.90 5.10 

5.06 5.07 

5.05 5.21 

5.17 4.91 

5.06 5.14 

4.94 5.19 

5.04 5.17 

4.90 5.16 

5.00 5.10 

5.00 5.17 

Sum 50.1 51.2 

Mean 5.01 5.12 

Variance 0.0070 0.0074 

S.D. 0.084 0.086 
2
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Models 

H0 

pH2 

 

n2 = 10x 

pH1 

 

n1 = 10x 

59 



Analysis of variance - Models and hypothesis 
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Analysis of variance - Sum-of-Squares 

( ) ( ) ( )ääääää
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ErrorTreatmentsTotal

xixxxxix

SSSSSS

Breaking up the total Sum-of-Squares in its contributions 

SSTreatment (= between-error) 

SSError      (= within-error) 

SSTotal      (= error) 
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Analysis of variance - Variance estimate from errors / replicates 

Pooled estimate of variance s2 

with (N-a) degrees of freedom 

(a.k.a. Mean Squares of the Error) 
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Analysis of variance - Variance estimate from treatment 

Variance estimate s2 from treatment averages 

with (a-1) degrees of freedom 
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Analysis of variance - On degrees of freedom 
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Å A real horror-story in many statistical books and papers 

Å Conceptually and at the user level it is simple 

Å But in mathematical statistics it is a complicated,  

   but highly important issue 

Breaking up the total Sum-of-Squares in its contributions 
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If there is no difference in the treatment means 

we have two estimates of the model variance s2 é 

é and from these two estimates  

we derive the test statistic (F-test) 

Error
ErrorTreatment

Treatment MS
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a
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a

óThe questionô 

The answer is derived from 

comparing experimental with 

tabulated F-values 

Analysis of variance - The test statistic 65 



Analysis of variance - The test statistic, less formal 

Mean Square (MS) - Sum-of-Squares divided by degrees-of-freedom - can be  

considered a variance 

 

F is the variance ration of what is explained by the design settings/factors and what 

Is unexplained/population variation (statistical error)  

SSTotal = SSTreatment + SSError  

Total Sum-of-Squares is SS due to treatment plus remaining SS (error) 

       MSTreatment        explained variance 

F =                    = 

       MSError                  unexplained variance 

Large F: strong evidence of a treatment effect 
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Example ï Comparing two samples 

pH 1 pH 2 

4.90 5.10 

5.06 5.07 

5.05 5.21 

5.17 4.91 

5.06 5.14 

4.94 5.19 

5.04 5.17 

4.90 5.16 

5.00 5.10 

5.00 5.17 

Sum 50.1 51.2 

Mean 5.01 5.12 

Variance 0.0070 0.0074 

S.D. 0.084 0.086 

pH2 

 

n2 = 10x 

pH1 

 

n1 = 10x 

4.7 4.8 4.9 5 5.1 5.2 5.3 

pH 

pH 1 

pH 2 
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41.471.8

)220/(129.0

)12/(063.0

)/(

)1/(

18,1/05.0

0

=>=

-

-
=

-

-
=

=aF

aNSS

aSS
F

Error

Treatment

óFô-test to compare the two means: 

Classical: óH0 rejected at a = 5% levelô 

a (%) 25 10 5.0 2.5 1.0 

F 1.41 3.01 4.41 5.98 8.29 

Better: óp < 1%ô 

Even better: óAssuming these two treatments had the same pH, the probability of 

finding these particular 2 x 10 numbers is smaller than 1 percent!ô 

óFô-distribution lookup table: 

Example - The test statistic 68 



Analysis of variance ï Critical F-values 

(c) 

(a) 

(b) 

(d) 

(e) 

(a)         SSTreatment/(a-1) 

     F0 = 

(b)         SSError/(N-a) 

 

(c) Ŭ is users choice 

(d) Increasing for Ŭ 

(e) Decreasing for N 

69 



A typical ANalysis Of VAriance software output (Matlab in this case): 

(a) Sum-of-Squares  Columns Ą Treatment 

(b) degrees-of-freedom  (a-1), (N-a) and (N-1) 

(c) mean squares 

(d) F-statistic  0.0627/0.0072 

(e) probability  0.85%  

(a)        (b)        (c)         (d)         (e) 

Analysis of variance - Computer ANOVA 70 



Permutation testing ï A different view on probability 

 

pH1 - pH2 = 5.01 - 5.12 = -0.11 

 

Is pH1 < pH2 ? 
 

pH 1 pH 2 

4.90 5.10 

5.06 5.07 

5.05 5.21 

5.17 4.91 

5.06 5.14 

4.94 5.19 

5.04 5.17 

4.90 5.16 

5.00 5.10 

5.00 5.17 

Sum 50.1 51.2 

Mean 5.01 5.12 

pH2 

 

n2 = 10x 

pH1 

 

n1 = 10x 

What if pH1 = pH2? 

 

Then we could randomly assign 10 measurements 

out of the total 20 to flask 1 and the rest to flask 2. 
 

20         20! 

       =             = 184756 possibilities to do so 

10      10!10! 
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Permutation testing ï A different view on probability 

4.90 5.10 

5.06 5.07 

5.05 5.21 

5.17 4.91 

5.06 5.14 

4.94 5.19 

5.04 5.17 

4.90 5.16 

5.00 5.10 

5.00 5.17 

4.90 

5.10 

5.06 

5.07 

5.05 

5.21 

5.17 

4.91 

5.06 

5.14 

4.94 

5.19 

5.04 

5.17 

4.90 

5.16 

5.00 

5.10 

5.00 

5.17 

4.90 

5.07 

5.17 

4.91 

5.14 

4.94 

5.04 

5.16 

5.00 

5.17 

5.10 

5.06 

5.05 

5.21 

5.06 

5.19 

5.17 

4.90 

5.10 

5.00 

ñpH1ò ï ñpH2ò 

=  

5.05 ï 5.08 

= 

-0.03 

óVirtual flask 1ô 

óVirtual flask 2ô 

True data 

Re-sample 

1500x 
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Permutation testing ï A different view on probability 

-0.15  -0.10  -0.05  0.00  0.05  0.10  

True data -0.11 

By random drawing only 

0.53% out of 1500 trails 

has a difference smaller 

than the true value 

 

Even better: óAssuming 

that pH1 is not lower than 

pH2 the randomization 

testing shows that the 

probability of finding these 

numbers is smaller than 1 

percent!ô 

 
Notice this a one sided test version of 

our pH example! 
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Permutation testing ï A different view on probability 

Randomization testing is just one example of a big, new class of statistical tools: 

Monte Carlo simulation, Bootstrapping, Jack-knifing, cross-validation, etc. 

 

Å Before the computer 1500 test would be impossible 

Å That is why people relayed on tables based on 

Å assumptions on the distribution (often normal distribution) 

Å number of samples/observations/parameters (degrees of freedom) 

 

Å Modern computer methods have some advantages 

Å no direct assumption on the distribution (all is based on real data) 

Å create ódegrees of freedomô by running the experiments lots of times 

 

Å But there are (strong, and sometimes hard to understand) assumptions in most 

   computer-based methods as well; just different once! 

 

Å But, computer time is cheap é 
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Permutation testing ï A different view on probability 

 

|pH1 - pH2| = |5.01 - 5.12| = 0.11 

 

Is pH1 = pH2 ? 
 

0.00  0.02  0.04  0.06  0.08  0.10  0.12  0.14  

1500x 

(1 out of 100x) 

0.4  0.8  1.2  1.6  2.0%  

100x 

é why not run the 1500 

trail 100 times to study the 

distribution of the 

probability. 

óAssuming that pH1 is the 

same as pH2 the 

randomization testing 

shows that the probability 

of finding these numbers 

is between 0.8 and 1.6%ô 

 

 
Notice this a two sided test version of 

our pH example 
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Analysis of Variance / ANOVA 



Example - Data 

a) 6.5 5.0 5.5 6.0 6.5 6.0 

b) 6.0 5.5 6.0 6.0 6.5 6.0 

c) 7.0 7.5 7.0 7.0 7.0 7.0 

d) 9.0 8.5 9.0 9.5 9.0 9.0 

a) 4.5 5.0 5.0 6.0 4.5 5.0 

b) 6.0 5.5 6.0 6.0 6.0 6.0 

c) 7.0 7.0 7.5 7.5 7.0 7.0 

d) 7.5 7.5 8.0 9.5 8.0 8.0 

Product score of 5 sensors Ą                      Mean 
p

H
 

lo
w

  
  

  
h
ig

h
 

less      more 

Sugar 

a) c) 

d) b) 
p

H
 

lo
w

  
  

  
h
ig

h
 

less      more 

Sugar 

(9.0, 8.0) 

(7.0, 7.0) (6.0, 5.0) 

(6.0, 6.0) 
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Analysis of variance - Apple juice example 
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Analysis of variance ï 2 factor ANOVA 
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Breaking up the total Sum-of-Squares in its contributions revisited 
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79 



p
H

 

lo
w

  
  

  
h
ig

h
 

less      more 

Sugar 
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      4                4 
= 2.0 - 

Main effect Sugar 

pHSpHSTotalError

ni

highless

ni

lowless

ni

highmore

ni

lowmore

S

SSSSSSSSSS

n

ixixixix

SS

Ö

====

---=

ö
÷

õ
æ
ç

å
--+

=

ääää

...

4

)()()()(

2

:1

;

:1

;

:1

;

:1

;

(7+7+9+8-6-5-6-6)2 

              4x2 SSS =                                               = 8.0 

óContrastô: total more sugar minus total less sugar 

Intermezzo: Sum-of-Squares 

Analysis of variance ï 2 factor ANOVA 80 



For the apple juice data set the main effects óSugarô and ópHô are significant, while 

their interaction is insignificant 

(a) Sum-of-Squares  2 main effects, one interaction 

(b) degrees-of-freedom   

(c) mean squares 

(d) F-statistic 

(e) probabilities  0.5, 4.7 and 23% 

(a)           (b)            (c)           (d)      (e) 

p
H
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less      more 

Sugar 
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Analysis of variance ï 2 factor ANOVA with blocking 
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Sugar 

(7) 

(7) 

(8) 

(9) (6) 

(6) 

(6) 

(5) 

What happens if we expand the analysis to  

ó3 factorsô by blocking over apple-brand? 
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Analysis of variance ï 2 factor ANOVA with blocking 

(a) Sum-of-Squares  2 main effects, one interaction, one blocking 

(b) degrees-of-freedom   

(c) mean squares 

(d) F-statistic  but é 

(e) probabilities  0.6, 4.0, 18 and 18% 

(a)           (b)            (c)           (d)      (e) 

é the choice of blocking destroys the randomization, required for the F-test. 
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